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Presentation Outline 
ÅDeep Learning in Big Financial Data Analysis 
ÅWhat is Deep Learning 
ÅMultilayer Perceptrons 
ÅDeep Convolutional Neural Networks 
ÅRecurrent Neural Networks 
ÅRecent advances 
ÅConclusions 
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Recent Works on Deep Learning for 
Financial Data 
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Recent Works on Deep Learning for 
Financial Data 
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Case Studies 
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Case Studies 
http://gregharris.info/a-survey-of-deep-learning-techniques-applied-to-trading/ 

ÅLimit Order Book Modeling 
ïSirignano (2016) predicts changes in limit order 
ōƻƻƪǎΦ IŜ Ƙŀǎ ŘŜǾŜƭƻǇŜŘ ŀ άspatial neural networkέ 
that can take advantage of local spatial structure, is 
more interpretable, and more computationally 
efficient than a standard neural network for this 
purpose. He models the joint distribution of the best 
bid and ask at the time of the next state change. Also, 
he models the joint distribution of the best bid and 
ask prices upon the change in either of them. 
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Case Studies 
Price-based Classification Models 

ïDixon et al. (2016) use a deep neural network to predict 
the sign of the price change over the next 5 minutes for 43 
commodity and forex futures. 
Architecture ς Their input layer has 9,896 neurons for 
input features made up of lagged price differences and co-
movements between contracts. There are 5 learned fully-
connected layers. The first of the four hidden layers 
contains 1,000 neurons, and each subsequent layer tapers 
by 100 neurons. The output layer has 135 neurons (3 for 
each class {-1, 0, 1} times 43 contracts). 
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Case Study 
Price-based Classification Models 

Å Takeuchi and Lee (2013) look to enhance the momentum effect by predicting 
which stocks will have higher or lower monthly returns than the median. 
Architecture ς They use an auto-encoder composed of stacked RBMs to extract 
features from stock prices which they then pass to a feed-forward neural network 
classifier. Each RBM consists of one layer of visible units and one layer of hidden 
units connected by symmetric links. The first layer has 33 units for input features 
from one stock at a time. For every month t, the features include the 12 monthly 
returns for month t-2 through t-13 and the 20 daily returns approximately 
corresponding to month t. They normalize each of the return features by 
calculating the z-score relative to the cross-section of all stocks for each month or 
day. The number of hidden units in the final layer of the encoder is sharply 
reduced, forcing dimensionality reduction. The output layer has 2 units, 
corresponding to whether the stock ended up above or below the median return 
for the month. Final layer sizes are 33-40-4-50-2. 



BigDataFinance - 9 26 Aug 2016 

Case Study 
Price-based Classification Models 

ÅBatres-Estrada (2015) predicts which S&P 500 stocks 
will have above-median returns for each given day, and 
his work appears to be heavily influenced by Takeuchi 
and Lee (2013). 
Architecture ς He uses a 3-layer DBN coupled to an 
MLP. He uses 400 neurons in each hidden layer, and he 
uses a sigmoid activation function. The output layer is a 
softmax layer with two output neurons for binary 
classification (above median or below). The DBN is 
composed of stacked RBMs, each trained sequentially. 
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Case Study 
Price-based Classification Models 

Å Sharang and Rao (2015) use a DBN trained on technical indicators 
to trade a portfolio of US Treasury note futures. 

Å Zhu et al. (2016) make trade decisions using oscillation box theory 
based on DBNs. Oscillation box theory says that a stock price will 
oscillate within a certain range in a period of time. If the price 
moves outside the range, then it enters into a new box. The authors 
try to predict the boundaries of the box. Their trading strategy is to 
buy the stock when it breaks through the top boundary or sell it 
when it breaks through the bottom boundary. 
Architecture ς They use a DBN made up of stacked RBMs and a 
final back-propagation layer. 
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Case study 
Text-based Classification Models 

Å wǀƴƴǉǾƛǎǘ and Sarlin (2016) predict bank distress using news articles. 
Specifically, they create a classifier to judge whether a given sentence 
indicates distress or tranquility. 
Architecture ς They use two neural networks in this paper. The first is for 
semantic pre-training to reduce dimensionality. For this, they run a sliding 
window over text, taking a sequence of 5 words and learning to predict 
the next word. They use a feed-forward topology where a projection layer 
in the middle provides the semantic vectors once the connection weights 
have been learned. The second neural network is for classification. Instead 
of a million inputs (one for each word), they use 600 inputs from the 
learned semantic model. The first layer has 600 nodes, the middle layer 
has 50 rectified linear hidden nodes, and the output layer has 2 nodes 
(distress/tranquil). 
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Case study 
Text-based Classification Models 

ÅFehrer and Feuerriegel (2015) train a model to 
predict German stock returns based on headlines. 
Architecture ς They use a recursive autoencoder 
with an additional softmax layer in each 
autoencoder for estimating probabilities. They 
perform three-class prediction {-1, 0, 1} for the 
ŦƻƭƭƻǿƛƴƎ ŘŀȅΩǎ ǊŜǘǳǊƴ ƻŦ ǘƘŜ ǎǘƻŎƪ ŀǎǎƻŎƛŀǘŜŘ 
with the headline. 
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Case study 
Text-based Classification Models 

Å Ding et al. (2015) use structured information extracted from 
headlines to predict daily S&P 500 moves. Headlines are processed 
with Open IE to obtain structured event representations (actor, 
action, object, time). A neural tensor network learns the semantic 
compositionality over event arguments by combining them 
multiplicatively instead of only implicitly, as with standard neural 
networks. 
Architecture ς They combine short-term and long-term effects of 
events, using a CNN to perform semantic composition over the 
input event sequence. They use a max pooling layer on top of the 
convolutional layer, which makes the network retain only the most 
useful features produced by the convolutional layer. 
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Case Study 
Volatility Prediction 

ÅXiong et al. (2015) predict the daily volatility of 
the S&P 500, as estimated from open, high, low, 
close prices. 
Architecture ς They use a single LSTM hidden 
layer consisting of one LSTM block. For inputs 
they use daily S&P 500 returns and volatilities. 
They also include 25 domestic Google trends, 
covering sectors and major areas of the economy. 
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Case Study 
Portfolio Optimization 

Å Heaton et al. (2016) attempt to create a portfolio that outperforms 
the biotech index IBB. They have the goal of tracking the index with 
few stocks and low validation error. They also try to beat the index 
by being anti-correlated during periods of large drawdowns. They 
ŘƻƴΩǘ ŘƛǊŜŎǘƭȅ ƳƻŘŜƭ ǘƘŜ ŎƻǾŀǊƛŀƴŎŜ ƳŀǘǊƛȄΣ ǊŀǘƘŜǊ it is trained in the 
deep architecture fitting procedure, which allows for nonlinearities. 
Architecture ς They use auto-encoding with regularization and 
ReLUs. Their auto-encoder has one hidden layer with 5 neurons. 
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Where Can I use Deep Neural 
Networks? 

Å To extract feature vectors from time-series, text, multidimentional time-series, 
multi-ƳƻŘŀƭ Řŀǘŀ όƴŜǿǎ ŦŜŜŘǎ Ҍ ǎǘƻŎƪ ǇǊƛŎŜǎ Ҍ Χύ 

Å To classify the extracted feature vectors (buy, sell, stay). 
Å To predict/forecast an event after we have extract appropriate feature vectors 

(e.g., stock price, maximum gain/loss, etc) 
Å To correlate sequences finding how a series of events (e.g., in politics) affects the 

events in finance (e.g., stock trade). 
Å To detect/localize important/interesting behaviors in the time-series 
Å To make focused decisions based on attention models (where to look in the data in 

order to decide). 
Å To extract sentiments/concepts/trends from text (news, tweets, blogs, etc)  media 

data (radio, tv, youtube, etc) and social networks (facebook, tweeter, etc) 
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Why should I use Deep Neural 
Networks 

ÅGeneral learning machines that learn based on (big) data. 
ÅThere are models that are specialized to specific tasks 

(CNNs, LSTMs, etc) 
ÅThey have proven that they perform and generalize much 

better that other techniques for many difficult tasks (vision, 
speech, text, translation and general AI) 

ÅThey are not yet fully applied to financial data (opportunity 
for novel and efficient publishable solutions) 
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